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ESPONDING TO CHANGING

practice environments re-

quires new models for train-

ing health care professionals.
Technology-enhanced simulation is one
possible solution. We define technol-
ogy broadly as materials and devices cre-
ated or adapted to solve practical prob-
lems. Simulation technologies encompass
diverse products including computer-
based virtual reality simulators, high-
fidelity and static mannequins, plastic
models, live animals, inert animal prod-
ucts, and human cadavers.

Although technology-enhanced
simulation has widespread appeal
and many assert its educational util-
ity,! such beliefs presently lack
empirical support. Despite the large
volume of research on simulation, its
effectiveness remains uncertain in
part because of the difficulty in inter-
preting research results one study at
a time. Several systematic reviews®?
and at least 2 meta-analyses®’ have
attempted to provide such syntheses,
but each had limitations, including
narrow inclusion criteria, incomplete
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Context Although technology-enhanced simulation has widespread appeal, its ef-
fectiveness remains uncertain. A comprehensive synthesis of evidence may inform the
use of simulation in health professions education.

Objective To summarize the outcomes of technology-enhanced simulation train-
ing for health professions learners in comparison with no intervention.

Data Source Systematic search of MEDLINE, EMBASE, CINAHL, ERIC, PsychINFO,
Scopus, key journals, and previous review bibliographies through May 2011.

Study Selection Original research in any language evaluating simulation com-
pared with no intervention for training practicing and student physicians, nurses, den-
tists, and other health care professionals.

Data Extraction Reviewers working in duplicate evaluated quality and abstracted
information on learners, instructional design (curricular integration, distributing train-
ing over multiple days, feedback, mastery learning, and repetitive practice), and out-
comes. We coded skills (performance in a test setting) separately for time, process,
and product measures, and similarly classified patient care behaviors.

Data Synthesis From a pool of 10903 articles, we identified 609 eligible studies
enrolling 35226 trainees. Of these, 137 were randomized studies, 67 were nonran-
domized studies with 2 or more groups, and 405 used a single-group pretest-posttest
design. We pooled effect sizes using random effects. Heterogeneity was large (*>50%)
in all main analyses. In comparison with no intervention, pooled effect sizes were 1.20
(95% Cl, 1.04-1.35) for knowledge outcomes (n=118 studies), 1.14 (95% Cl, 1.03-
1.25) for time skills (n=210), 1.09 (95% Cl, 1.03-1.16) for process skills (n=426), 1.18
(95% Cl, 0.98-1.37) for product skills (n=54), 0.79 (95% Cl, 0.47-1.10) for time be-
haviors (n=20), 0.81 (95% Cl, 0.66-0.96) for other behaviors (n=50), and 0.50 (95 %
Cl, 0.34-0.66) for direct effects on patients (n=32). Subgroup analyses revealed no
consistent statistically significant interactions between simulation training and instruc-
tional design features or study quality.

Conclusion In comparison with no intervention, technology-enhanced simulation
training in health professions education is consistently associated with large effects
for outcomes of knowledge, skills, and behaviors and moderate effects for patient-
related outcomes.
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accounting of existing studies, lim-
ited assessment of study quality, or
no quantitative pooling to derive best
estimates of the effect of these inter-
ventions on educational and patient
outcomes. We therefore sought to
identify and quantitatively summa-
rize all studies of technology-
enhanced simulation involving
health professions learners.

METHODS

This review was planned, conducted,
and reported in adherence to PRISMA
standards of quality for reporting meta-
analyses.®

Study Questions

We sought to answer 2 questions: (1)
To what extent are simulation tech-
nologies for training health care pro-
fessionals associated with improved
outcomes in comparison with no in-
tervention? and (2) How do outcomes
vary for different simulation instruc-
tional designs? Based on the strength
of the theoretical foundations and cur-
rency in the field, we selected 5 instruc-
tional design features®® (curricular in-
tegration, distributed practice, feedback,
mastery learning, and range of diffi-
culty) for subgroup analyses (see eBox
for definitions; available at http://www
.Jjama.com).

Study Eligibility

Broad inclusion criteria were used to
present a comprehensive overview of
technology-enhanced simulation in
health professions education. Studies
published in any language were in-
cluded if they investigated use of tech-
nology-enhanced simulation to teach
health professions learners at any stage
in training or practice, in comparison
with no intervention (ie, a control group
or preintervention assessment), using
outcomes'?® of learning (knowledge or
skills in a test setting), behaviors (in
practice), or effects on patients (eBox).
We included single-group pretest-
posttest, 2-group nonrandomized, and
randomized studies; parallel-group and
crossover designs; and studies of “ad-
juvant” instruction in which simula-
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tion was added to other instruction
common to all learners.

Studies that evaluated computer-
based virtual patients requiring only
standard computer equipment were ex-
cluded because these have been the sub-
ject of a recent systematic review.'!
Studies that involved human patient ac-
tors (standardized patients) or simula-
tion for noneducation purposes such as
procedural planning, disease model-
ing, or evaluating the outcomes of clini-
cal interventions were also excluded.

Study Identification

An experienced research librarian
(PJ.E.) designed a strategy (eAppen-
dix) to search MEDLINE, EMBASE,
CINAHL, PsychINFO, ERIC, Web of
Science, and Scopus using search terms
for the intervention (eg, simulator, simu-
lation, manikin, cadaver, MIST, Har-
vey), topic (eg, surgery, endoscopy, an-
esthesia, trauma, colonoscopy), and
learners (eg, education medical, educa-
tion nursing, education professional, stu-
dents health occupations, internship and
residency). No beginning date cutoff was
used, and the last date of search was
May 11, 2011. This search was supple-
mented by adding the entire reference
lists from several published reviews of
health professions simulation and all ar-
ticles published in 2 journals devoted
to health professions simulation (Simu-
lation in Healthcare and Clinical Simu-
lation in Nursing) since their incep-
tion. Additional studies were sought
from authors’ files. We searched for ad-
ditional studies in the reference lists of
all included articles published before
1990 and a random sample of 160 in-
cluded articles published in or after
1990.

Study Selection

The authors worked independently and
in duplicate to screen all titles and ab-
stracts for inclusion. In the event of dis-
agreement or insufficient information
in the abstract, the full text of poten-
tial articles was reviewed indepen-
dently and in duplicate. Conflicts were
resolved by consensus. Chance-
adjusted interrater agreement for study
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inclusion, determined using the intra-
class correlation coefficient'? (ICC), was
0.69.

Data Extraction

A data abstraction form was devel-
oped through iterative testing and re-
vision. Data were extracted indepen-
dently and in duplicate for all variables
when reviewer judgment was re-
quired, using the ICC to determine in-
terrater agreement and resolving con-
flicts by consensus.

We abstracted information on the
training level of learners, clinical
topic, training location (simulation
center or clinical environment), study
design, method of group assignment,
outcomes, and methodological qual-
ity. Methodological quality was
graded using the Medical Education
Research Study Quality Instrument
(MERSQD" and an adaptation of the
Newecastle-Ottawa Scale (NOS) for
cohort studies'*!” that evaluates rep-
resentativeness of the intervention
group (ICC, 0.86), selection of the
comparison group (ICC, 0.29, with
86% raw agreement), comparability of
cohorts (statistical adjustment for
baseline characteristics in nonran-
domized studies [ICC, 0.86] or ran-
domization [ICC, 0.89] and allocation
concealment for randomized studies
[ICC, 0.65]), blinding of outcome
assessment (ICC, 0.58), and com-
pleteness of follow-up (ICC, 0.36,
with 78% raw agreement). We further
coded the presence of simulation fea-
tures identified in a review of simula-
tion?: feedback (ICC, 0.47), repetitive
practice (ICC, 0.42), curriculum inte-
gration (ICC, 0.53), range of task dif-
ficulty (ICC, 0.37), multiple learning
strategies (ICC, 0.45), clinical varia-
tion (ICC, 0.49), and individualized
learning (ICC, 0.31). We also coded
the presence of mastery learning
(ICC, 0.65), distributed practice
(whether learners trained on 1 or >1
day; ICC, 0.73), and cognitive interac-
tivity (ICC, 0.28), the duration of
training (ICC, 0.68), and the number
of task repetitions (ICC, 0.69). We
initially planned to abstract informa-
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Figure 1. Study Flow

screened for retrieval
10297 From database search

tables of contents

109083 Potentially relevant articles identified and

606 From article reference lists and journal

8320 Articles excluded
1314 Not original research
— 5343 Did not use technology-enhanced simulation
488 No health professions learners
1175 No comparison group or time point

2583 Atrticles retrieved for more detailed evaluation

1948 Articles excluded
150 Not original research
— 486 Did not use technology-enhanced simulation
98 No health professions learners
1214 No comparison with no intervention

inclusion in review

635 Articles potentially appropriate for

26 Articles excluded
9 Duplicate reports of previously published data
— 6 Same intervention, different outcomes
4 Insufficient data to extract effect size
7 No relevant outcomes

‘ 609 Articles included in meta-analysis ‘

tion on simulation fidelity but were
unable to operationalize this con-
struct with high reliability.

Outcomes were distinguished using
the Kirkpatrick classification'® and in-
formation was abstracted separately for
learning (knowledge and skills, with
skill measures further classified as time,
process, and product), behaviors with
patients (time and process measures),
and results (patient effects). When au-
thors reported multiple measures of a
single outcome (eg, multiple mea-
sures of efficiency), we selected in de-
creasing order of priority (1) the author-
defined primary outcome; (2) a global
or summary measure of effect; (3) the
most clinically relevant measure; or (4)
the mean of the measures reported. We
also prioritized skill outcomes as-
sessed in a different setting (eg, differ-
ent simulator or clinical setting) over
those assessed via the simulator used
for training. When abstracting data from
learning curves, the first time point was
used as the pretest and the last re-
ported time point as the postinterven-
tion assessment.
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Data Synthesis
Each mean and standard deviation or
odds ratio was converted to a standard-
ized mean difference (the Hedges g
effect size).'*'® When this informa-
tion was unavailable, the effect size was
estimated using statistical test results
(eg, P values).'® For 2-group pretest-
posttest studies, we used posttest means
adjusted for pretest or adjusted statis-
tical test results; if these were not avail-
able, we standardized the difference in
change scores using the pretest vari-
ance.'” For crossover studies, we used
means or exact statistical test results ad-
justed for repeated measures; if these
were not available, we used means
pooled across each intervention.'** For
studies reporting neither P values nor
any measure of variance, we used the
average standard deviation from all
other studies reporting that outcome.
If articles contained insufficient infor-
mation to calculate an effect size, we re-
quested this information from au-
thors via e-mail.

The I’ statistic* was used to quan-
tify inconsistency (heterogeneity)

across studies, with values greater
than 50% indicating high inconsis-
tency. Because there was high incon-
sistency in most analyses, random-
effects models were used to pool
weighted effect sizes. Planned sub-
group analyses were conducted based
on study design (randomized vs non-
randomized), total quality score, and
selected instructional design features
(presence of curricular integration,
distributed practice over >1 day,
feedback, mastery learning, and range
of task difficulty) using the z test* to
evaluate the statistical significance of
interactions. As thresholds for high or
low quality scores, we used an NOS
score of 4 (as described previously")
and the median of the MERSQI scores
(12). Sensitivity analyses were per-
formed excluding studies that used P
value upper limits or imputed stan-
dard deviations to estimate the effect
size. Although funnel plots can be
misleading in the presence of incon-
sistency,” we used these along with
the Egger asymmetry test** to explore
possible publication bias. In cases of
asymmetry, trim and fill was used to
estimate revised pooled effect size
estimates, although this method also
has limitations when inconsistency is
present.?”> SAS software, version 9.1
(SAS Institute Inc, Cary, North Caro-
lina) was used for analyses. Statistical
significance was defined by a 2-sided
a=.05, and interpretations of clinical
significance emphasized confidence
intervals in relation to Cohen effect
size classifications (>0.8=large;
0.5-0.8=moderate).”

RESULTS

Trial Flow

We identified 10903 potentially rel-
evant articles, 10 297 using the search
strategy and 606 from the review of ref-
erence lists and journal indexes. From
these, we identified 635 studies com-
paring simulation training with no in-
tervention (FIGURE 1), of which 628 re-
ported an eligible outcome. We
identified 9 reports of previously re-
ported data and 6 articles reporting dif-
ferent outcomes for previously de-
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scribed interventions; for these, we
selected the most detailed report for full
review. Nine articles contained insuf-
ficient data to calculate an effect size.
We received additional information
from 5 authors; the remaining 4 were
excluded. Ultimately, we analyzed 609
studies enrolling 35226 trainees.
TABLE 1 summarizes key study fea-
tures and eTable 1 lists all references
with additional information.

Study Characteristics

Since the earliest study we identified,
published in 1969,* investigators have
evaluated the use of technology-
enhanced simulations in teaching lapa-
roscopic surgery, gastrointestinal en-
doscopy, suturing skills, emergency
resuscitation, team leadership, exami-
nation of the heart, breast, and pelvis,
and many other topics. Nearly half the
articles (n=282) were published in or
after 2008, and 24 were published in a
language other than English. Learners
in these studies encompass a broad
range of health care professionals, in-
cluding physicians, nurses, emer-
gency medicine technicians, military
medics, dentists, chiropractors, veteri-
narians, and other allied health staff,
and range from novice to expert.

Of the 609 studies, 274 spread train-
ing across more than 1 day, 108 pro-
vided high feedback, and 59 used a mas-
tery learning model. TABLE 2 lists other
simulation key features. Of 910 out-
comes reported in these studies, 785
(86%) were objectively determined (eg,
by faculty ratings or computer scor-
ing). The majority (n=690) assessed
skills in a training setting, including
time to complete the task, process mea-
sures (eg, global ratings of perfor-
mance, economy of movements in sur-
gery, or minor errors), and task
products (eg, quality of a dental prepa-
ration, procedural success, failure to de-
tect key abnormalities, or major pro-
cedural complication). Skills were
usually assessed with the simulator that
was used for training. However, 36 of
210 time outcome measures (17%), 58
of 426 process measures (14%), and 15
of 54 product measures (28%) as-
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sessed skills using another simulation  scores) were reported in 118 studies;
mode (ie, skill transfer). Knowledge time and process behaviors with real pa-
outcomes (usually multiple-choice test ~ tients in 20 and 50 studies, respec-

]
Table 1. Characteristics of Included Studies®

Study Characteristics No. of Studies No. of Participants?
All studies 609 35226
Study design
Posttest-only, 2 groups 110 8362
Pretest-posttest, 2 groups 94 3784
Pretest-posttest, 1 group 405 23080
Randomized group allocation 137 5093
Location
Simulation center 564 30551
Clinical environment 34 3771
Both simulation center and clinical 1 904
environment
Participants®
Medical students 156 9530
Physicians in postgraduate training 324 8712
Physicians in practice 135 5690
Nurses and nursing students 79 4146
Emergency medical technicians 20 1198
and students
Dentists and dental students 12 624
Veterinarians and veterinary students 6 145
Chiropractors and chiropractic students 1 60
Other/ambiguous/mixed 79 5121
Clinical topics®d
Minimally invasive surgery 158 4741
Resuscitation/trauma training 87 7330
Endoscopy and ureteroscopy 72 1861
Other surgery 66 4819
Physical examination 37 4653
Intubation 35 2197
Communication and team skills 33 2451
Vascular access 31 2264
Obstetrics 25 1774
Anesthesia 23 2134
Endovascular procedures 10 201
Dentistry 9 395
Outcomes®
Knowledge 118 8595
Time skills 210 5651
Process skills 426 20926
Product skills 54 2158
Time behaviors 20 384
Process behaviors 50 1975
Patient effects 32 1648
Quiality
Medical Education Research Study 295 14849
Quiality Instrument =12 points
Newcastle-Ottawa Scale =4 points 111 4513

@See eTable 1 for details on individual studies.

DNumbers reflect the number of participants enrolled, except for outcomes, which reflect the number of participants
who provided observations for analysis.

CThe number of studies and learners in some subgroups may sum to more than the number for all studies and per-
centages may total more than 100% because several studies included more than 1 learner group, addressed more
than 1 clinical topic, or reported multiple outcomes.

dSelected listing of the topics addressed most often (numerous other topics were addressed with lower frequency).
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]
Table 2. Prevalence of Simulation Key
Features

Studies,
No. (%)
Features (N = 609)
Blended learning 181 (29.7)
(nonsimulation
activities) (high)
Clinical variation (present) 193 (31.7)
Cognitive interactivity (high) 359 (58.9)
Curriculum integration 102 (16.7)
(present)
Distributed practice (>1 d) 274 (45)
Feedback (high) 108 (17.7)
Individualized learning 26 (4.3)
(high)
Mastery learning (present) 59 (9.7)
Multiple learning strategies 56 (9.2
(high)
Range of task difficulty 93 (15.3)
(present)
Repetitive practice 484 (79.5)
(present)

tively; and direct patient effects in 32
studies. Behavior process measures in-
cluded instructor ratings of compe-
tence, completion of key procedural ele-
ments, and procedural errors, while
patient effects included procedural suc-
cess, patient discomfort, complication
rate, and patient survival; eTable 2 lists
all behavior and patient outcomes.

Study Quality

TABLE 3 summarizes the method-
ological quality of included studies.
The number of participants providing
outcomes ranged from 2 to 1333,
with a median of 24 (interquartile
range, 15-47). One hundred thirty-
seven of 204 2-group studies (67%)
were randomized. Three 2-group
studies (1.5%) determined groups
by self-selection or completion/
noncompletion of training. Although
such groupings are susceptible to
bias, sensitivity analyses excluding
these studies showed similar results.
Twenty-four of 118 studies (20%)
assessing knowledge, 73 of 210 (35%)
assessing time skills, 133 of 426
(31%) assessing process skills, 18 of
54 (33%) assessing product skills, 10
of 20 (50%) assessing time behaviors,
12 of 50 (24%) assessing process
behaviors, and 12 of 32 (38%) assess-
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ing patient effects lost more than 25%
of participants from time of enroll-
ment or failed to report follow-up.
Again, sensitivity analyses excluding
these studies showed no substantial
difference. Assessors were blinded to
the study intervention for 503 out-
come measures (55%), but only for
knowledge outcomes did blinding
show a significant association with
effect size. Mean quality scores were
relatively low, averaging 2.1 (SD, 1.5)
for the NOS (maximum, 6 points)
and 11.6 (SD, 1.9) for the MERSQI
(maximum, 18 points).

Meta-analysis

FIGURE 2, FIGURE 3, FIGURE 4, and
FIGURE 5 (also eFigures 1-7) summa-
rize the meta-analysis results. In gen-
eral, simulation training was associ-
ated with moderate to large, statistically
significant positive results but with high
inconsistency. Subgroup analyses dem-
onstrated no consistent interactions.
Sensitivity analyses did not alter study
conclusions, and where funnel plots
were asymmetric, trim-and-fill analyses
yielded results similar to the original.

Knowledge. One hundred eighteen
studies (with 8595 participants provid-
ing data) reported comparison with a
preintervention assessment or a no-
intervention control group using
knowledge as the outcome (Figure 2a
and eFigure 1). The pooled effect size
for these interventions was 1.20 (95%
CI, 1.04-1.35;P<.001), consistent with
large®® gains. However, there was high
inconsistency among studies, with in-
dividual effect sizes ranging from -0.42
to 9.45 and I’=96%. Three studies
(studies 70, 365, and 416 in eTable 1)
reported a negative effect size (ie, out-
comes were worse for simulation), al-
though in the study with the largest
negative effect size (study 70), the skills
outcomes showed substantial benefit.
The funnel plot was asymmetric and the
Egger asymmeltry test result was sig-
nificant. Assuming this asymmetry re-
flects publication bias, trim-and-fill
analyses provided a smaller but still
large pooled effect size 0f 0.86 (95% CI,
0.68-1.04). Among the 16 studies with

randomized group assignment, the
pooled effect size was 0.63.

Tests for interactions in subgroups in-
dicated that interventions distributed
over more than 1 day (vs a single day)
and those that were optional (vs inte-
grated or required activities) were as-
sociated with significantly larger effect
sizes. Studies scoring low on the modi-
fied NOS were associated with larger
effect sizes than high-quality studies,
and blinded outcomes were associ-
ated with higher effect sizes than un-
blinded assessments.

Time Skills. Two hundred ten stud-
ies (5651 participants) reported the time
required to complete the task in a simu-
lation setting (Figure 2b and eFigure 2).
The pooled effect size of 1.14 (95% CI,
1.03-1.25; P<.001) reflects a large fa-
vorable association. There was high in-
consistency across studies (I*=84%),
and effect sizes ranged from -1.55 to
21.0. In each of the 10 studies (studies
171,176,215, 269, 270,292,354, 367,
407, and 525 in eTable 1) with nega-
tive effect sizes for time skills, other skill
outcomes showed substantial improve-
ments (ie, learners took longer but per-
formed better). Funnel plot analysis
suggested possible publication bias, but
trim-and-fill analysis decreased the
effect size only slightly to 1.10 (95% ClI,
0.98-1.21). The 47 randomized trials
had a pooled effect size of 0.75.

Interventions providing low (vs high)
feedback and those with curricular in-
tegration were associated with larger
improvements in time outcomes. Lower
study quality, as measured by both the
NOS and MERSQI, was associated with
significantly larger effect sizes.

Process Skills. Four hundred
twenty-six studies (20926 partici-
pants) reported skill measures of pro-
cess (eg, global ratings or efficiency)
(Figure 3a and eFigure 3). The pooled
effect size of 1.09 (95% CI, 1.03-1.16;
P <.001) reflects a large favorable asso-
ciation but large inconsistency (I*’=89%).
Effect sizes ranged from -0.50 to 8.55.
Possible explanations for the 7 studies
with negative effect sizes (studies 95,
126, 185, 193, 319, 496, and 566 in
eTable 1) include misalignment be-
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tween the intervention and the assess-
ment (2 cases [studies 95 and 185] of
training for one procedure [eg, chole-
cystectomy] and assessing perfor-
mance on a different procedure [eg, ap-
pendectomy]) and delayed testing with
continued clinical training during the in-
terim (a 3-month [study 566] or 2-year
[study 126] delay). In 2 other cases
(studies 319 and 496), all other out-
comes assessed showed improve-
ments. Funnel plot analysis suggested
possible publication bias; trim-and-fill
analysis provided a smaller but still large
pooled effect size of 0.94 (95% CI, 0.87-
1.01). The 87 randomized trials had a
pooled effect size of 0.98.

Interventions using a mastery learn-
ing model, in which learners must
achieve a rigorously defined bench-
mark before proceeding, were associ-
ated with significantly higher out-
comes than nonmastery interventions.

Product Skills. Fifty-four studies
(2158 participants) evaluated the prod-
ucts of the learners’ performance, such
as procedural success or the quality of
a finished product (Figure 3b and eFig-
ure 4). There was a large pooled effect
size of 1.18 (95% CI, 0.98-1.37;
P<.001) and high inconsistency
(I*=87%). Effect sizes ranged from
-0.09 to 6.24. For the single study
(study 58 in eTable 1) showing a nega-
tive product skills effect size, other skill
outcomes showed a positive associa-
tion. Trim-and-fill analysis in re-
sponse to an asymmetric funnel plot
yielded a pooled effect size of 1.0 (95%
CI, 0.77-1.23). The 15 randomized
trials had a pooled effect size of 0.76.

Interventions using a mastery learn-
ing model were associated with lower
learning outcomes, and lower study
quality was once again associated with
significantly higher learning out-
comes.

Behavior. Twenty studies (384 par-
ticipants) used a measure of time to
evaluate behaviors while caring for pa-
tients (Figure 4a and eFigure 5). The
association approached a large effect
size (0.79;95% CI, 0.47-1.10; P<<.001),
with I’=66%. Effect sizes ranged from
-0.24 to 5.6, and for each of 3 studies

TECHNOLOGY-ENHANCED SIMULATION

with negative effect sizes (studies 151,
504, and 530 in eTable 1), the other be-
havior outcomes showed large posi-
tive associations. The funnel plot was
reasonably symmetric. In contrast with
other outcomes, higher study quality
was associated with larger effect sizes.
The 13 randomized trials had a pooled
effect size of 1.01.

Fifty studies (1975 participants)
reported other learner behaviors while
caring for patients (Figure 4b and eFig-
ure 6), with a large pooled effect size of

0.81 (95% ClI, 0.66-0.96; P<<.001) and
I*=70%. Effect sizes ranged from -0.46
to 2.25. Three studies (studies 312, 547,
and 583) found negative results. In one
(study 312), the authors questioned the
accuracy with which their simulator
mimicked reality. Another (study 547)
found slightly smaller behavior and pa-
tient effect outcomes when adding a 30-
minute refresher course to routine in-
tubation training. The 30 randomized
trials had a pooled effect size of 0.85.
There were no statistically significant as-

Table 3. Quality of Included Studies

Studies, No. (%)

Quality Measure (Points) (N = 609)
MERSQI score (maximum, 18)2
Study design (maximum, 3)
Pretest-posttest, 1 group (1.5) 405 (66.5)
Observational, 2 groups (2) 67 (11)
Randomized, 2 groups (3) 137 (22.5)
No. of institutions sampled (maximum, 1.5)
1(0.5) 517 (84.9)
2(1) 24 (3.9)
>2(1.5) 68 (11.2)
Follow-up, % (maximum, 1.5)
<50 or not reported (0.5) 166 (27.3)
50-74 (1) 31(6.1)
=75 (1.5) 412 (67.6)
Qutcome assessment (maximum, 3)
Subjective (1) 90 (14.8)
Objective (3) 519 (85.2)
Validity evidence (maximum, 3)
Content (1) 195 (32.0)
Internal structure (1) 130 (21.4)
Relation to other variables (1) 119 (19.5)
Data analysis
Appropriate (maximum, 1) 527 (86.5)
Sophistication (maximum, 2)
Descriptive (1) 49 (8.1)
Beyond descriptive analysis (2) 560 (91.9)
Highest outcome type (maximum, 3)
Knowledge/skills (1.5) 544 (89.3)
Behaviors (2) 33 (5.4)
Patient/health care outcomes (3) 32 (5.3)
NOS (modified) score (maximum, 6)°
Representativeness of sample (1) 134 (22.0)
Comparison group from same community (1) 190 (31.2)
Comparability of comparison cohort
Criterion A (1)¢ 142 (238.3)
Criterion B (1)¢ 82 (13.5)
Blinded outcome assessment (1) 300 (49.3)
High rate of follow-up (1) 426 (70.0)

@The mean score on the Medical Education Research Study Quality Instrument (MERSQI) was 11.6 (SD, 1.9) and me-

dian score was 12 (range, 6.0-7.0).

DThe mean score on the Newcastle-Ottawa Scale (NOS) was 2.1 (SD, 1.5) and median score was 2 (range, 0-6).
€ Comparability of cohorts criterion A was fulfilled if the study (1) was randomized or (2) controlled for a baseline learn-
ing outcome. Criterion B was fulfilled if (1) a randomized study concealed allocation or (2) an observational study

controlled for another baseline learner characteristic.
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sociations in any of the planned sub-
group analyses. The funnel plot was
symmetric.

Effects on Patient Care. Thirty-two
studies (1648 participants) reported ef-
fects on patient care (see aforementioned
examples and Figure 5, eFigure 7, and
eTable 2). For these outcomes, simula-
tion training was associated with a mod-
erate pooled effect size of 0.50 (95% ClI,
0.34-0.66; P<<.001). Inconsistency was
high (I’=67%) and effect sizes ranged
from -0.28 to 1.68, with 2 studies re-
porting a negative effect size. One of

these studies (study 547) is described
above; the other (study 387) found
slightly worse patient outcomes but a
substantial improvement in behaviors.
The 14 randomized trials had a slightly
smaller effect size of 0.37. The funnel
plot was symmetric. Distributed train-
ing was associated with larger effect size.

Sensitivity Analyses. We used P
value upper limits (eg, P<<.01) to esti-
mate 150 of 910 effect sizes (16%) and
we imputed standard deviations to es-
timate 83 effect sizes (9%). Sensitivity
analyses excluding these 233 effect sizes

yielded pooled estimates similar to
those of the full sample (approxi-
mately 5%-7% higher than those re-
ported above for knowledge, process
skills, and product skills outcomes; no
change for patient effects; and 2%-7%
lower for time skills, time behaviors,
and other behaviors outcomes). Be-
cause most studies involved few par-
ticipants, the possible dominance of
very large studies was assessed by ex-
cluding the 22 studies with more than
200 participants; this analysis showed
nearly identical results.

Figure 2. Random-Effects Meta-analysis of S

imulation Training: Knowledge and Time Skills

Knowledge Time skills
Favors No | Favors Favors No | Favors
Intervention | Simulation Intervention | Simulation
No. of Studies P Value for No. of Studies P Value for
Subgroup (No. of Trainees) Interaction Subgroup (No. of Trainees) Interaction
All Studies All Studies
Design 118 (8595) - Design 210 (5651) -
Posttest only, 2 groups 8 (443) — Posttest only, 2 groups 26 (685) —-—
Pretest-posttest, 2 groups 22 (1052) - ] .007 Pretest-posttest, 2 groups 36 (839) - ] .002
Pretest-posttest, 1 group 88 (7100) - Pretest-posttest, 1 group 148 (4127) -
Group allocation Group allocation
Randomized 6 (711) - ] 19 Randomized 47 (1162) - ] 04
Nonrandomized, 2 groups 14 (784) —— ' Nonrandomized, 2 groups 15 (362) —— '
Participants Participants
Medical students 27 - Medical students 69 -
Physician trainees 56 —— Physician trainees 119 -
Physicians in practice 22 — Physicians in practice 54 -
Nurses/nursing students 29 —— Nurses/nursing students 9 —
Other 18 — Other 36 ——
Curricular integration Curricular integration
Present 32 (2987) —— ] 04 Present 8(321) —_— ] 02
Absent 84 (5341) - ' Absent 197 (5253) - '
Distributed Distributed
>1d 44 (3205) —— ].008 >1d 105 (3201) - ]15
1d 69 (4078) - 1d 88 (2189) -
Feedback Feedback
High 22 (2858) —— ] o4 High 18 (355) —a— ] 003
Low 87 (4951) - Low 174 (4295) -
Mastery learning Mastery learning
Present 2(148) —_— ] 26 Present 15 (279) —— ] 19
Absent 116 (8447) - Absent 192 (5302) -
Range of difficulty Range of difficulty
Present 6 (796) _— ] 75 Present 47 (1193) - ] 09
Absent 102 (6932) - Absent 151 (4259) -
Assessment Assessment
Blinded 51 (4814) - ] 004 Blinded 131 (3217) - ] %
Not blinded 67 (3781) - ' Not blinded 79 (2434) - '
Quality: NOS Quality: NOS
High (24) 15 (614) —— ].001 High (24) 38 (1017) - ]<.OOW
Low (<4) 103 (7981) - Low (<4) 172 (4634) -
Quality: MERSQI Quality: MERSQI
High (=12) 56 (4630) - ] 54 High (=12) 96 (2568) - ] 02
Low (<12) 62 (3965) - Low (<12) 114 (3083) -
L e I L e I
-1 0 1 2 3 -1 0 1 2 3

Pooled Effect Size (95% Cl)

Pooled Effect Size (95% Cl)

Simulation compared with no intervention; positive numbers favor the simulation intervention. P values reflect statistical tests exploring the differential effect of simu-
lation training (ie, interaction) for study subgroups. Participant groups are not mutually exclusive; thus, no statistical comparison is made and the number of trainees is
not reported. Some features could not be discerned for all studies; hence, some subgroups do not sum to the total number of studies. NOS indicates Newcastle-Ottawa
Scale; MERSQI, Medical Education Research Study Quality Instrument. See also eFigure 1 and eFigure 2.
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COMMENT
Technology-enhanced simulations, in
comparison with no intervention or
when added to traditional practice,
were with only rare exceptions associ-
ated with better learning outcomes.
Pooled effect sizes were large*® for
knowledge, skills, and behaviors, and
confidence intervals excluded small
associations. Effect sizes for patient-
related outcomes were smaller but still
moderate.

Yet in nearly all cases, the magni-
tude of association varied substan-

TECHNOLOGY-ENHANCED SIMULATION

tially for individual studies (high in-
consistency), and subgroup analyses
exploring simulation design differ-
ences largely failed to explain this varia-
tion. Although distributing learning ac-
tivities over more than 1 day was
consistently associated with larger effect
sizes and mastery learning was associ-
ated with larger effect sizes for most out-
comes, these differences were rarely sta-
tistically significant and inconsistency
usually remained high.

In contrast, with rare exceptions
there was lower inconsistency for

2-group posttest-only studies, random-
ized trials, and studies with high modi-
fied NOS scores. Also, 2-group stud-
ies and studies with high quality scores
had a consistent (and often statisti-
cally significant) association with
smaller effect sizes. These findings
could be due to chance, other between-
study differences such as variation in
simulation design, or the sensitivity of
the outcome measure. Still, it makes
sense that studies with a comparison
group, which helps control for matu-
ration and learning outside of the in-

Figure 3. Random-Effects Meta-analysis of Simulation Training: Process and Product Skills

Process skills

Product skills

Favors No | Favors Favors No | Favors
Intervention | Simulation Intervention | Simulation
No. of Studies P Value for No. of Studies P Value for
Subgroup (No. of Trainees) Interaction Subgroup (No. of Trainees) Interaction
All Studies All Studies
Design 426 (20926) = Design 54 (2158) -
Posttest only, 2 groups 63 (3511) - Posttest only, 2 groups 11 (580) ——
Pretest-posttest, 2 groups 63 (2345) - } .002 Pretest-posttest, 2 groups 9 (381) —— } .05
Pretest-posttest, 1 group 300 (15070) = Pretest-posttest, 1 group 34 (1197) -
Group allocation Group allocation
Randomized 87 (3068) - ] i Randomized 15 (768) - ] 15
Nonrandomized, 2 groups 39 (2788) - ' Nonrandomized, 2 groups 5 (193) —— '
Participants Participants
Medical students 118 - Medical students 14 —
Physician trainees 216 = Physician trainees 23 ——
Physicians in practice 92 - Physicians in practice 13 ——
Nurses/nursing students 63 - Nurses/nursing students 5 —
Other 80 - Other 21 ——
Curricular integration Curricular integration
Present 66 (7337) - ] 67 Present 4 (220) e ] 84
Absent 346 (12607) = Absent 49 (1929) -
Distributed Distributed
>1d 192 (9566) ].09 >1d 20 (741) —— ].88
1d 202 (10160) = 1d 30 (1302) -
Feedback Feedback
High 83 (4409) - ] €0 High 8 (335) —— ] o8
Low 303 (13542) = Low 41 (1633) -
Mastery learning Mastery learning
Present 41 (1524) - 104 Present 3(80) —a ]02
Absent 379 (191561) - Absent 50 (2033) -
Range of difficulty Range of difficulty
Present 64 (2338) - ] 47 Present 9 (520) — ] 19
Absent 333 (17371) . Absent 41 (1549) -
Assessment Assessment
Blinded 183 (6406) - ] 08 Blinded 22 (759) —-— ] &5
Not blinded 243 (14520) - Not blinded 32 (1399) —-—
Quality: NOS Quality: NOS
High (>4) 69 (2759) - ] 08 High (>4) 11 (563) - ](001
Low (<4) 357 (18167) L] Low (<4) 43 (1595) -
Quality: MERSQI Quality: MERSQI
High (>12) 200 (8148) - ] % High (>12) 31(1182) . ] 18
Low (<12) 226 (12778) = Low (<12) 23 (976) —a—
L N I R L N I R

-1 0 1 2

Pooled Effect Size (95% Cl)

-1 0 1 2 3
Pooled Effect Size (95% Cl)

Simulation compared with no intervention; positive numbers favor the simulation intervention. P values reflect statistical tests exploring the differential effect of simu-
lation training (ie, interaction) for study subgroups. Participant groups are not mutually exclusive; thus, no statistical comparison is made and the number of trainees is
not reported. Some features could not be discerned for all studies; hence, some subgroups do not sum to the total number of studies. NOS indicates Newcastle-Ottawa
Scale; MERSQI, Medical Education Research Study Quality Instrument. See also eFigure 3 and eFigure 4.
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tervention, would show smaller effect
sizes than single-group studies, and this
has also been found in studies of In-
ternet-based instruction.?®

Limitations and Strengths

Because of this review’s comprehen-
sive scope, pooling outcomes across di-
verse simulation modes and educa-
tional contexts, we necessarily deferred
exploring many topic- and design-
specific interactions. The high incon-
sistency among studies was not sur-
prising, reflecting variation not only in

modes and clinical topics but also in
learner groups, instructional designs,
research methods, and outcome mea-
sures. Because the overwhelming ma-
jority of training interventions were as-
sociated with benefit, this heterogeneity
could be interpreted as supporting the
effectiveness of technology-enhanced
simulation across a broad range of
learners and topics.

Inferences are limited by the qual-
ity of available studies. Many reports
failed to clearly describe the context, in-
structional design, or outcomes; poor

reporting may have contributed to mod-
est interrater agreement for some vari-
ables. Most studies had important meth-
odological limitations. Two-thirds were
single-group pretest-posttest compari-
sons and small samples were the norm.
Most studies reported multiple mea-
sures of the same outcome, and al-
though the results were usually con-
gruent in direction, the magnitude
varied slightly; however, we used a con-
sistent approach in selecting mea-
sures to minimize bias. Because tech-
nology-enhanced simulations are

Figure 4. Random-Effects Meta-analysis of Simulation Training: Time and Process Behaviors

Time behaviors

Process behaviors

Favors No | Favors Favors No | Favors
Intervention | Simulation Intervention | Simulation
No. of Studies P Value for No. of Studies P Value for
Subgroup (No. of Trainees) Interaction Subgroup (No. of Trainees) Interaction

All Studies All Studies
Design 20 (384) —— Design 50 (1975) -

Posttest only, 2 groups 14 (218) —— Posttest only, 2 groups 31 (1293) -

Pretest-posttest, 2 groups 2 (36) — } .03 Pretest-posttest, 2 groups 10 (207) —— } A1

Pretest-posttest, 1 group 4 (130) —— Pretest-posttest, 1 group 9 (475) ——
Group allocation Group allocation

Randomized 13 (223) —— ] 78 Randomized 30 (829) - ] 34

Nonrandomized, 2 groups 3(31) — Nonrandomized, 2 groups 11 (671) —a
Participants Participants

Physician trainees 16 —— Medical students 2 —a—

Physicians in practice 4 - Physician trainees 41 -

Nurses/nursing students 1 - Physicians in practice 8 ——

Other 2 — Nurses/nursing students 5 -
Curricular integration Other 4 —

Present 3(111) — ] 30 Curricular integration

Absent 17 (273) —— ' Present 12 (689) — ] r
Distributed Absent 37 (1049) -

>1d 12 (180) —— ] 61 Distributed

1d 5 (147) B ' >1d 26 (851) - ].08
Feedback 1d 17 (765) -

High 4 (63) —— ] % Feedback

Low 15 (316) —-— ' High 10 (427) — ] 85
Mastery learning Low 36 (1249) -

Present 9 (154) — ] 94 Mastery learning

Absent 11 (230) — ' Present 14 (533) —— ] 37
Range of difficulty Absent 35 (1410) -

Present 7 (120) —— ] 20 Range of difficulty

Absent 12 (243) e ' Present 15 (361) - ] 49
Assessment Absent 32 (1340) -

Blinded 11 (189) —e ] 14 Assessment

Not blinded 195) —— ' Blinded 26 (822) - ] 35
Quality: NOS Not blinded 24 (1153) -

High (>4) 9 (167) —-— ] 007 Quality: NOS

Low (<4) 11(217) —. ’ High (24) 28 (815) . ] o
Quality: MERSQI Low (<4) 22 (1160) -

High (=12) 17 (358) —— ] 63 Quality: MERSQI

Low (<12) 3(26) [ ' High (>12) 44 (1742) - ] 59

Low (<12) 6 (233) ——
L N I R L N I R

-1 0

1 2 3

Pooled Effect Size (95% Cl)

-1 0 1 2 3
Pooled Effect Size (95% Cl)

Simulation compared with no intervention; positive numbers favor the simulation intervention. P values reflect statistical tests exploring the differential effect of simu-
lation training (ie, interaction) for study subgroups. Participant groups are not mutually exclusive; thus, no statistical comparison is made and the number of trainees is
not reported. Some features could not be discerned for all studies; hence, some subgroups do not sum to the total number of studies. NOS indicates Newcastle-Ottawa
Scale; MERSQI, Medical Education Research Study Quality Instrument. See also eFigure 5 and eFigure 6.
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designed for health professions train-
ing, we did not include studies from
nonhealth fields. We could not blind
reviewers to article origins.

The subgroup analyses should be in-
terpreted with caution because of the
number of comparisons made, the ab-
sence of a priori hypotheses for many
analyses, the limitations associated with
between-study (rather than within-
study) comparisons, and inconsistent
findings across outcomes. For ex-
ample, we found (contrary to expecta-
tion) that interventions with high feed-
back were often associated with smaller
effect sizes. These and other counter-
intuitive results could be due to con-
founding (eg, simulation features un-
related to feedback that consistently
affect the design or outcome), varia-
tion in outcome responsiveness, chance,
or bias as well as true effect.

Strengths of the review include the
exhaustive search; inclusion of mul-
tiple non-English articles; reproduc-
ible inclusion criteria encompassing a
broad range of learners, outcomes,
and study designs; duplicate, indepen-
dent, and reproducible data abstrac-
tion; and rigorous coding of method-
ological quality. Funnel plots and
trim-and-fill analyses suggested that
publication bias is unlikely to affect our
conclusions.

Comparison With Previous
Reviews

The 2005 review of high-fidelity simu-
lation by Issenberg et al® identified 109
studies evaluating high-fidelity simu-
lation in the health professions. Our
meta-analysis contributes to the field by
adding and synthesizing 500 addi-
tional studies. Previous meta-analyses
of simulation training for health care
professionals have found that laparo-
scopic surgery simulation (23 stud-
ies®) and training with deliberate prac-
tice (14 studies’) are associated with
improved outcomes compared with no
training. Systematic reviews of surgi-
cal simulation in general*” have like-
wise concluded that simulation is
beneficial. The finding of large asso-
ciations when comparing technology-

TECHNOLOGY-ENHANCED SIMULATION

enhanced education with no interven-
tion is consistent with recent meta-
analyses of Internet-based instruction®
and computer-based virtual patient
simulations.!!

Implications

Technology-enhanced simulation train-
ing is associated with improved out-
comes in comparison with no inter-
vention for health care professionals
across a range of clinical topics and out-
comes, including large effects on cli-

nician behaviors and moderate effects
on patient care. In light of such large
associations, and with only 4% of the
outcomes failing to show a benefit, we
question the need for further studies
comparing simulation with no inter-
vention (ie, single-group pretest-
posttest studies and comparisons with
no-intervention controls).

The important questions for this field
are those that clarify? when and how
to use simulation most effectively and
cost-efficiently.**3! Unfortunately, the

]
Figure 5. Random-Effects Meta-analysis of Simulation Training: Patient Effects

No. of Studies

Subgroup (No. of Trainees)

All Studies
Design 32 (1648)

Posttest only, 2 groups 18 (889)

Pretest-posttest, 2 groups 5 (172)

Pretest-posttest, 1 group 9 (587)
Group allocation

Randomized 14.(541)

Nonrandomized, 2 groups 9 (520)
Participants

Medical students 1

Physician trainees 25

Physicians in practice 6

Nurses/nursing students 3

Other 3
Curricular integration

Present 9(619)

Absent 23 (1029)
Distributed

>1d 19 (885)

1d 10 (506)
Feedback

High 9 (548)

Low 23 (1100)
Mastery learning

Present 11 (629)

Absent 21 (1019)
Range of difficulty

Present 10 (266)

Absent 21 (1337)
Assessment

Blinded 9 (385)

Not blinded 23 (1263)
Quality: NOS

High (24) 14 (636)

Low (<4) 18 (1012)
Quality: MERSQI

High (=12) 29 (1489)

Low (<12) 3(159)

Favors No | Favors
Intervention | Simulation
P Value for
Interaction
-
-
e .60
.
-
T
[
N
-
I

-
] .38

-1 0 1 2 3
Pooled Effect Size (95% Cl)

Simulation compared with no intervention; positive numbers favor the simulation intervention. P values reflect
statistical tests exploring the differential effect of simulation training (ie, interaction) for study subgroups. Par-
ticipant groups are not mutually exclusive; thus, no statistical comparison is made and the number of trainees
is not reported. Some features could not be discerned for all studies; hence, some subgroups do not sum to the
total number of studies. NOS indicates Newcastle-Ottawa Scale; MERSQI, Medical Education Research Study

Quality Instrument. See also eFigure 7.
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evidence synthesized herein largely fails
to inform the design of future simula-
tion activities. Subgroup analyses
weakly suggested a benefit to extend-
ing training beyond 1 day and using a
mastery model but otherwise did not
identify consistent associations involv-
ing instructional designs. However, be-
tween-study (rather than within-
study) comparisons are an inefficient
research method.’? Thus, theory-
based comparisons between different
technology-enhanced simulation de-
signs (simulation vs simulation stud-
ies) that minimize bias, achieve appro-

priate power, and avoid confounding,*
as well as rigorous qualitative studies,
are necessary to clarify how and
when to effectively use technology-
enhanced simulations for training
health care professionals.
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